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Background and Business Demand 

Retail forecasting methods anticipate the future purchasing actions of consumers by evaluating past revenue and consumer behavior over the previous months or year to discern patterns and develop forecasts for the upcoming months. Data is adjusted for seasonal trends, and then a plan for ordering and stocking products may follow the analysis. After fulfillment of current and forthcoming customer purchases and orders, an assessment of the results is compared with previous forecasts, and the entire procedure is repeated.
In retail management, forecasting serves to predict and meet the demands of consumers in retail establishments while controlling pricing and inventory. Holding excess inventory adds to overhead costs for a business. When forecasting helps the retailer to meet the demands of the customer by understanding consumer purchase patterns better, more efficient use of shelf and display space within the retail establishment is the result, in addition to optimal use of inventory space.
In creating retail forecasts, analysts consider product price, marketing and promotions to develop and plan for projected consumer reactions at the point of sale. Methods of identifying and understanding past trends in retail sales involve incorporating economic indicators into the data. Unemployment rates, the rate of inflation, levels of household debt, available disposable income, and growth of the national gross domestic product -- the total value of all goods and services produced in the country -- are all part of the information used in forecasting. In addition, current, recent and projected near-future activity in the stock market is taken into consideration to gauge consumer confidence in the economy.
Accurate forecasts that meet the forthcoming consumption demands of customers help retail business owners and management to maximize and extend profits over the long term. Forecasting permits price adjustments to correspond with the current level of consumer spending patterns. Maintaining and controlling a sufficient but moderate inventory that meets the need without being excessive also adds to long-term profits in the retail industry.
On the other hand, pricing forecasting is not an unique problem that can only applied to retail business. Similar problem can be also found in other industry or business. A good sales forecast which is supported by statistical or machine learning method can dramatically increase the accuracy of budget planning and shorten forecast learning period. The main point of this study is to compare different method on sales forecasting and select the best model.
Different Statistical Approaches

In this exercise, multiple statistical Approaches were implement and introduced to solve forecasting problem. Be always aware that to be able to solve a business problem, model complexity is not the key variable. Sometimes a simple model can be more reliable and easier to explain to solve a problem.  

Naive Statistical Mean Approach
The first way to approach the forecast is using very basic statistical mean. For some highly linear and regulated data set, mean can be easily implement to track the distribution.[image: ]


 A fixed amount annual incremental figure will be added to the model as well. (Most of the time, 10% is the figure )This is an easy and fast way to get an approximated forecast number and only good for highly regulated data set. Although most business analysts are using this method to do almost all of the forecasting according to less knowledge of statistical modeling. 



Time Series Modeling

Univariate Time Series
A univariate time series is a sequence of measurements of the same variable collected over time.  Most often, the measurements are made at regular time intervals. The model discovers different characters about the trend like its seasonality, slope, and most important, randomness. As we all know, retail industry has close relationship with these characters. A univariate time series analysis can be a good start or foundation of the whole budgeting forecasting.

ARIMA Model
Autoregressive Moving Average (ARMA) is a class of forecasting methods that you can use to predict future values from current and historical data. As its name implies, the family of ARMA models combines autoregression techniques (analyses that assume that previous observations are good predictors for future values and perform an autoregression analysis to forecast for those future values) and moving average techniques — models that measure the level of the constant time series and then update the forecast model if any changes are detected.
Example of an ARIMA Model:
ARMA(p, q)
yt = a1yt‐ 1 + a2yt‐ 2 + . . . + apyt – p + b0 + et – b1et – 1 – b2et‐]2 + . . . – bqet – q


Multivariate Time Series Model
The multivariate form of the Box-Jenkins univariate models is sometimes called the ARMAV model, for AutoRegressive Moving Average Vector or simply vector ARMA process.
The ARMAV model for a stationary multivariate time series, with a zero mean vector, represented by
xt=(x1t,x2t,…,xnt)T,−∞<t<∞
is of the form
xt=ϕ1xt−1+ϕ2xt−2+⋯+ϕpxt−p+at−θ1at−1−θ2at−2−⋯−θqat−q
Additional features can be implemented in the time series model to improve model accuracy. For example, store modular change day, new item launching day, important holidays etc. all can affect sales figure. It is necessary to add different features to approach or better accuracy.

Triple Exponential Smoothing (also known as Holt-Winters Method)
There is a long history about how this method were created. This paper won’t discuss the history and background part.
Same as ARIMA model Holt’s method can be extended to deal with time series which contain both trend and seasonal variations. The Holt-Winters method has two versions, additive and multiplicative, the use of which depends on the characteristics of the particular time series. The latter will be considered first.
The component form for the additive method is:
[image: ]



where h+m=⌊(h−1)mod m⌋+1hm+=⌊(h−1)mod m⌋+1, which ensures that the estimates of the seasonal indices used for forecasting come from the final year of the sample. (The notation ⌊u⌋ means the largest integer not greater than u.) The level equation shows a weighted average between the seasonally adjusted observation (yt−st−m)(yt−st−m) and the non-seasonal forecast (ℓt−1+bt−1)(ℓt−1+bt−1) for time t. The trend equation is identical to Holt’s linear method. The seasonal equation shows a weighted average between the current seasonal index, (yt−ℓt−1−bt−1)(yt−ℓt−1−bt−1), and the seasonal index of the same season last year (i.e., m time periods ago). 
The following graph is our forecast trend using multivariate ARIMA and Holt-Winter for data of one department in R:




Decomposition:
[image: C:\Users\l0a0081\Documents\Al\Private Brand Forcasting\TS Graphs\D95 Decomposition.png]
Multivariate ARIMA and HoltWinter Triple Smoothing Method:
[image: C:\Users\l0a0081\Documents\Al\Private Brand Forcasting\TS Graphs\D95 Overall Forcast.png]
Statistical Learning 
Time series forecasting can be framed as a supervised learning problem.
This re-framing of your time series data allows you access to the suite of standard linear and nonlinear machine learning algorithms on your problem.
In this post, you will discover how you can re-frame your time series problem as a supervised learning problem for machine learning.
There are two major ways to use statistical learning algorithm to solve Time series forecasting problem:

Sliding Window
Given a sequence of numbers for a time series data, we can restructure the data to look like a supervised learning problem. We can do this by using previous time steps as input variables and use the next time step as the output variable. 
Since we only have limited data for time frequencies, the method was not implemented in this study. It will be very interesting to see how this method performs in the future study when we have a better data set.

Typical Machine Learning Approach
After reshape the data, we can extract information from time series to data frame format. We added features like year, month, week, day of weeks etc. as our independent variable and try to use typical machine learning algorithm to build our forecasting model which transfer time series forecasting problem to supervised learning problem. 

Random Forest Variable Importance Chart:
[image: ]

Random Forest Forecast
[image: ]
[image: ]
Random Forest with 100 trees did capture some seasonality of testing data. 
Xgboosting and Deep Learning approach were also tested and since the data size is very small and the response variable is highly distributed with seasonality, both of them didn’t exceed the accuracy of random forest. Further investigation based on larger data set will be recommended.

Model Comparing
Overall MAPE chart for each approach

[image: ]
Conclusion and Other Thoughts

Machine Learning approach didn’t work very well in this study case. On the other hand, a stacking of Multivariate ARIMA and Holt-Winter method returned the most promising result with around 1.5% error rate for random generated testing data. This is a case study on small time series data set. Since this is only a POC study, in the real world, we will get much larger data set. Complicated method like advanced bagging and boosting method (gbm, xgboosting) and deep learning (CNN, RNN, LSTM) can be alive. Applying these advanced modeling technique will help retail company plan the budgeting a head of season and contributing to P & L.  
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Partial R Code:

---
title: "Department Level Forecasting POC"
output: html_document
---

```{r setup, include=FALSE}
knitr::opts_chunk$set(echo = TRUE)
setwd("~/Al/Private Brand Forcasting")
library(forecast)
library(randomForest)
library(dplyr)
library(ggplot2)
library(rmarkdown)
library(formatR)


##random forest##
rf.fit<-randomForest(train$Weekly_Sales~.,data=train.dep,ntree=500)

rf.pred<-predict(rf.fit,newdata = test)

test[1:170,]
plot(rf.pred[1:150], type='line')
plot(test$Weekly_Sales[1:150],type='l')

varImpPlot(rf.fit)
summary(rf.fit)


###linear Regression###
lm.fit<-lm(train$Weekly_Sales~.,data=train.dep)
lm.fit$coefficients[2]


###gradient boosting###
gbm.fit<-gbm(train$Weekly_Sales~.,data=train.dep)

gbm.pred<-predict(gbm.fit,newdata = test,n.trees = 100)






###xgboosting###
labels <-train$Weekly_Sales

xg.fit<-xgboost(label=labels,booster='gblinear', data=data.matrix(train.dep),nrounds=100)

xgb.plot.importance(xgb.importance(model=xg.fit))

xg.pred<-predict(xg.fit,newdata = data.matrix(test),)

plot(xg.pred[1:150],type='l')
plot(test$Weekly_Sales[1:150],type='l')

xgb.plot.tree(feature_names = colnames(train.dep),model=xg.fit)


nrow(data.matrix(train.dep))
length(train$Weekly_Sales)
utils::View(train.dep)


ncol(train.dep)

###Deep learning by keras#####
model <-keras_model_sequential()

model %>% 
    layer_dense(units=200,activation='tanh',input_shape = 4,kernel_initializer = 'normal') %>% layer_dense(units=100,activation ='tanh',kernel_initializer = 'normal') %>% layer_dense(units=1,activation ='relu',kernel_initializer = 'normal')


summary(model)
get_config(model)
get_layer(model,index=1)

model$layers
model$input




model %>% compile(
  loss = 'mean_squared_error',
  optimizer = 'adam',
  metrics = 'accuracy'
)

history<-model %>% fit(
  as.matrix(train.dep), 
  train$Weekly_Sales, 
  epochs = 20, 
  validation_split = 0.2
)

p<-plot_ly(x,x= ~x$Model,
           y= ~x$Accuracy,
           name='Model Accuracy Comparison',
           type='bar',
           text=y,
           textposition ='auto',
           marker = list(color = c('rgb(158,202,225)','rgb(158,202,225)','rgb(158,202,225)','rgb(158,202,225)','rgba(222,45,38,0.8)'),
                         line = list(color = 'rgb(8,48,107)', width = 1.5))) %>% 
  layout(title='Model Accuracy Rank',
         xaxis =list(title='Accuracy'),
         yaxis =list(title='Model'))
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