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EARTH’S MAGNETIC FIELD AND ANOMALIES 

 

By 

NUTCHA JITCHANVICHAI 

 

ABSTRACT 

 

The project aims to identify and measure the economic risk focusing on the 

communication satellites associated with the growing of the South Atlantic Anomaly as well as 

to find the possible mitigation to immunize all possible economic risk in the future. The Monte 

Carlo simulation is an approach used to calculate the probability distributions of the economic 

performance indicator, which is the net present value, and measure the risk from the distribution 

using the value at risk as the risk indicator. The results showed that the lower variance of the loss 

variable can perform the better average and the standard deviation of the net present value. The 

change of loss variable will not affect the value at risk. In addition, adding shield of the satellites 

is considered as a possible mitigation to prevent the satellites from damages. The solar flares 

were included as the additional topic for the project. The severities from the flares, which 

referred to the minimum and maximum energy produced by the flares, were forecasting using the 

time series analysis. The final models can be used to predict pretty well, but the error of the 

prediction should be concerned, especially for the maximum energy. In order to improve the 

accuracy of the models, a larger sample size should be obtained to solve this error issue. 

 

KEYWORDS: South Atlantic Anomaly; Monte Carlo Simulation; Solar Flares. 
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CHAPTER I: BACKGROUND OF THE STUDY 

The Earth’s Magnetic Field and Anomalies is a project under Innovation Consulting 

Community and Katie School of insurance and Risk Management at Illinois State University. 

They agreed to the presentation of the methodology. This paper does not present the work done 

in the consulting project, but rather the methodology used that is studied and worked to 

implement. The data used in this project are simulated based on the obtained public information. 

The Katie School’s client for the project is Verisk. The objective is to address the following two 

key questions: 

1. Identify and measure economic risk focusing on the communication satellites 

associated with the growing of the South Atlantic Anomaly (SAA) 

2. Find the possible mitigation plan to immunize all possible economic risk in the future. 

Identifying and measuring these risks associated with the South Atlantic Anomaly (SAA) can 

lead to the better understanding of the growing phenomenon as well as its effects to the space 

technologies. Moreover, the possible mitigation plan is identified to immunize these risks in the 

future.  

 

1.1 INTRODUCTION 

Every life on the earth has survived from the solar winds and cosmic radiation because 

we have things called the Van Allen belt, which is held around the earth by the magnetic field. It 

is defined as  

two concentric rings of energetic particles surrounding the planet. The inner belt 

composed predominantly of protons from the Sun, and the outer belt contained mostly 

electrons from the interactions of cosmic rays in Earth’s atmosphere. (Johnson-Groh, 

2018, para. 4)  
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Therefore, the life on earth is not affected by the radiations since the high energetic particles 

were trapped inside the belt. However, there is an area between South America and the southern 

Atlantic Ocean called the South Atlantic Anomaly (SAA) where comes closer to the surface than 

other areas. Inside the dent has a lot of high-energy protons from solar winds and the radiation.  

This phenomenon was firstly occurred 8 to 11 million years ago since the volcanic rock 

samples around the South Atlantic Ocean preserve an ancient record of magnetic data till these 

days. Furthermore, it leads to increase the flux of energetic particles using the geomagnetic 

intensity (tesla: T) as the index. According to the article “South Atlantic Anomaly: 2015 through 

2025” (NASA, 2020), the observed data from 2015-2020 founds that the SAA region is 

expanding westward and continuing to weaken in intensity. This means the area started to split 

from a single valley into two cells. Splitting of the SAA means there will be more areas that can 

damage the objects passing through these areas. After modeling this data for the year 2025, it 

will show the split continuing in the future.  

According to NASA (2009), “the space industry contains three main sectors: scientific, 

military, and commercial.” Focusing on the commercial sector, this sector plays an important 

role in order to provide the positive economic benefit to the national economy. These 

technologies, including satellites, spacecrafts, international space station, etc., are the important 

products of the industry. The satellites these days can be used for many different purposes, such 

as tracking the weather or catastrophe, taking the photos of the planets or galaxies in having the 

better understanding about the universe, and using for communication, such as TV signals, 

telephones, the Internet, 5G, GPS and etc.  

Although, the SAA does not affect life on the earth, either data or equipment of the 

satellites and spacecrafts can be damaged by the high-energy particles. Therefore, all satellites 
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and spacecrafts have to shut down their systems while they are passing these areas, in order to 

avoid either the temporary or permanent loss which may occur. This means the more lobes will 

exist, the more damage to the technologies’ assets as well as challenge for satellites and humans 

in space mission will have. This is the reason why monitoring as well as modeling the 

phenomenon to find the possible mitigation plan for the future is essential.  

 

1.2 LITERATURE REVIEW 

 

1.2.1 The Occurrence of South Atlantic Anomaly 

Schaefer et al. (2016) presented the new model to identify the location of the South Atlantic 

Anomalies (SAA). The model shows that the SAA is located in the low earth orbit (LEO). As it 

was mentioned previously, the SAA can damage the satellites, spacecrafts and man-made objects 

passing through SAA’s area. In addition, the damages can be occurred, both of the big events 

and the smaller one. Due to the big damage from SAA, the satellites can be decommissioned. 

The decommissioned satellites are still in the orbit; however, no one can command or control 

them. While the smaller damage occurs, the astronauts can repair them in space by going on 

spacewalk (Wild, 2020). The objects from repairing those damages will be defined as debris. 

Both of the decommissioned satellites and debris occurring due to both the SAA and not due 

to the SAA, can be called as space junk, which can lead to collisions of the satellites as in 2009 

(Capital Technology University, 2020). The collision may identify as a secondary exposure from 

this phenomenon. However, O’Callaghan (2020) mentioned that the objects in the lower orbit 

can return to the atmosphere quicker than the higher one, which will mostly take a few years and 

be burnt up before reaching the ground.  
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1.2.2 The Satellites’ Procedure 

Campbell (2017) explained the communication between satellites and earth that they are 

using the radio wave to send signals to the antennas on the Earth. These antennas performed as 

both sender and receiver information normally from/to the Earth. Therefore, we might notice it 

almost immediately if something occurs since the sender and/or receiver is no longer working. 

According to the information above, it means all areas will be affected when the satellites stop 

working as SAA may affect the system of the satellites or spacecraft.  

There is a great example case of the effect of malfunctioning satellite happened to AT&T 

company in 1997. Peredo and Thompson (1997) stated that AT&T was a company providing the 

services of the signal beam for several customers, such as ABC, Fox and PBS. These AT&T’s 

customers were broadcasting the TV shows. Therefore, after the satellite went down on Saturday 

morning in 1997, AT&T had to switch all services for all customers to other satellites. This 

means AT&T had to cover a huge amount of money in order to remaining their services.  

 

1.2.3 Evaluation of Economic Risk 

Consideration of economic risks in a comparative analysis of nuclear technologies with 

different maturity levels (2019) and Economic risk analysis of decentralized renewable energy 

infrastructures - A Monte Carlo Simulation approach (2013) are the researches talking about the 

economic risk of the nuclear as well as renewable infrastructure technologies. In addition, both 

nuclear and renewable technologies are innovative technologies like satellite and spacecraft. 

Therefore, the methodology introduced on the research may be applied to the anomalies well.  

The evaluation of risk indicators was identified on the research “Consideration of economic 

risks in a comparative analysis of nuclear technologies with different maturity levels” (2019). 

According to this research, there are several steps to identify economic risk. To begin with the 
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probability distributions of the economic performance indicator calculated by Monte Carlo 

method. The calculation of the distribution is used to evaluate risk indicators. There are several 

economic performances to get the distribution, such as net present value (NPV), present value 

(PV), internal rate of return (IRR), discounted payback period (DPP) and leveled cost (LC).  

Then, the distribution will evaluate risk using the indicator, such as Value at Risk (VaR), 

Expected Shortfall (ES), Tail Value at Risk (tVaR), Expected value (ME) and Most probable 

value (MP). Both of the economic performance indicator and the risk indicator can be selected 

based on the purpose of the project. For this research, all parameters, which include external 

conditions and characteristics of technologies and minimum costs each year, are assumed to be 

distributed uniformly. The estimation of NPV as the economic performance indicator by Monte 

Carlo generating 10,000 times and the confidence level α for the calculation of VaR as the risk 

indicator equal to 95%. Moreover, the same methodology of the previous research was also 

performed on the research “Economic risk analysis of decentralized renewable energy 

infrastructures - A Monte Carlo Simulation approach” (2013).  

  



6 

CHAPTER II: DATA AND METHODOLOGY 

2.1 DATA 

The data used in the project are simulated. The variables and sources of the simulation 

are exhibited in Table 1.  

 

Table 1: Explanatory variables and publicly available sources used for simulating data 

Variable Description (Unit) Data Source 

R 

The annual revenue 

from three companies 

that providing the 

communication satellite 

services (USD) 

- https://www.wsj.com/market-

data/quotes/GSAT/financials/annual/income-

statement 

- https://www.wsj.com/market-

data/quotes/IRDM/financials/annual/income-

statement 

- https://www.wsj.com/market-

data/quotes/SATS,EK 

,UEIC,VOXX,MCZ,NIVS,LOJN,LRAD,IGOI/ 

financials/annual/income-statement 

𝐸𝑜 

The annual other 

expense for 

communication satellite 

(USD) 

L 

The loss occurring when 

the anomalies damaged 

a communication 

satellite  

- https://www.space.com/6839-space-forecast-

predicts-satellite-production-boom.html 

I 

The initial investment 

sum of launching 

communication satellites 

(USD) 

- https://www.space.com/6839-space-forecast-

predicts-satellite-production-boom.html 

- https://talkingpointsmemo.com/idealab/satellites-

earth-orbit 
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Firstly, three different companies, which are Globalstar Inc., Iridium Communications 

Inc. and EchoStar Corp., are selected among all companies who offer the communication 

satellite service. The average annual revenue (R) as well as other expense (𝐸0) is calculated from 

these mentioned companies’ income statement using sale/revenue and cost of goods sold 

including depreciation and amortization, respectively.  

The average annual revenue (R) in million USD is 859.3873 in 2019, followed by 

805.3737 in 2018, 815.5687 in 2017, 780.1670 in 2016, and 1,215.2893 in 2015. In addition, the 

average annual other expense (𝐸0) in million USD is 646.3520 in 2019, followed by 586.3690 in 

2018, 540.4470 in 2017, 477.8237 in 2016, and 867.8147 in 2015. Therefore, the range of annual 

revenue is between 780.1670 to 1,215.2893 million USD as well as the range of annual other 

expense is between 477.8237 to 867.8147 million USD. 

Secondly, the initial investment cost (I) is the total cost of launching the communication 

satellite. The initial cost is calculated from two portions, which are the cost of launching and the 

cost of producing the satellite. According to the public sources shown in Table 1, the SpaceX’s 

cost of launching is approximately 11.3 million USD per ton and generally the communication 

satellites will weigh about 1-6 tons. In addition, the cost of making a communication satellite is 

51 million USD on average. Hence, the higher satellite’s weight will drive the initial cost to be 

larger.   

Lastly, the loss (L) will be considered as a parameter to identify the loss when the 

communication satellites are damaged by the anomalies. The occurring damage will be assumed 

that it occurs at year 10. The loss is the permanent loss, which will decommission the damaged 

satellite, since the temporary loss is on the other expense portion. This means the permanent loss 
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will cost the satellite’s price, which approximately 99 million USD and the cost of making a 

communication satellite equals 51 million, according to Table 1. 

 

2.2 METHODOLOGY 

 

2.2.1 Monte Carlo Simulation 

IBM Cloud Education (2020) explained the Monte Carlo simulation as the approach used 

to simulate the possible outcomes and build a model of possible outcomes by leveraging a 

probability distribution, such as a uniform or normal distribution, for any variable that has 

inherent uncertainty. In addition, it will be repeated the calculation using the different set of the 

random variables and the replication can be more than a thousand times to produce a large 

number of outcomes. They also identified three steps for applying the Monte Carlo simulation as 

1) Set up the predictive model, identifying both the dependent variable to be predicted 

and the independent variables (also known as the input, risk or predictor variables) 

that will drive the prediction. 

2) Specify probability distributions of the independent variables. Use historical data 

and/or the analyst’s subjective judgment to define a range of likely values and assign 

probability weights for each. 

3) Run simulations repeatedly, generating random values of the independent variables. 

Do this until enough results are gathered to make up a representative sample of the 

near infinite number of possible combinations (IBM Cloud Education, 2020, para. 6). 

One of the simplest examples of the Monte Carlo Simulations is the calculation of the 

probability that two unbiased dice are getting heads. The simplest way to calculate this 

probability is that you can roll the unbiased dice, such as 50 or 100 times, and simply count the 

number of both dice are headed. After that, the probability of getting two heads is the number of 
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both dice are heads divided by the total occurrences and the results may not be accurate as in the 

theory. However, the Monte Carlo Simulation can help improve the accuracy as it will repeat the 

rolling dice for 1,000 times or more. This is because the more independent variables enter into 

the model, the more precise of predicting the dependent variables is. 

Kenton (2020) stated that the Monte Carlo simulations help to explain the impact of risk 

and uncertainty in prediction and forecasting models for the simulation involves assigning 

multiple values of an uncertain variable to achieve multiple results and then to average the 

results to obtain an estimate. This technique can be used in many fields of studies, such as 

finance, engineering, science and etc. However, there is the limitation of this simulation as they 

assume perfectly efficient markets. 

 

2.2.2 Economic Performance Indicator 

As it mentioned in the evaluation of economic risk of literature review in chapter 1. The 

economic performance is calculated to identify its probability distribution. According to Monte 

Carlo simulation, the independent variables to calculate the economic performance will be 

recalculated for 10,000 times. Although there are several performance indicators as mentioned 

before, the performance indicator used in this project are net present value (NPV) and internal 

rate of return (IRR). The net present value (NPV) is the present value of the cash flows of the 

required rate of return of a project compared to the initial investment (Gallo, 2014). The formula 

of NPV is exhibited in (1) and the summary of independent variables is shown in table 2. 

𝑁𝑃𝑉 =  −𝐼 +  ∑
𝑅 − 𝐸0

(1 + 𝑖)𝑘

10

𝑘=1

−
𝐿

(1 + 𝑖)10
                        (1) 

where  I = the total cost for launching the communication satellite (in million) 

  = cost of launching + cost of producing 
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Cost of launching = weight of the satellite in ton * cost of launching per ton 

R = the average annual revenue (in million)  

𝐸0 = the average annual other expense (in million) 

i = the interest rate to discount the annual 

k = the number of years 

L = the loss from the damaged satellites (in million)  

p = the varying number for variance of the loss 

 

In addition, Fernando (2020) explained about the internal rate of return (IRR) that it is a 

discount rate (i) making the net present value (NPV) of all cash flows equal to zero. It used to 

estimate the profitability of potential investments. This means IRR and NPV depend on the same 

formula. The formula of IRR is exhibited in (2).  

0 = 𝑁𝑃𝑉 =  −𝐼 +  ∑
𝑅 − 𝐸0

(1 + 𝑖)𝑘

10

𝑘=1

−
𝐿

(1 + 𝑖)10
                          (2) 

Table 2: Summary of the independent variables 

Variable Distribution Value (in million) 

I Uniform 
Cost of launching = (weight ~ Uniform [1,6]) * 11.3 

Cost of producing = 51 

R Uniform  [780.1670,1215.2893] 

𝐸0 Uniform [477.8237,867.8147] 

i Constant 3% 
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k Constant 1, 2, 3, 4…, 10 

L Normal L ~ 𝑁(𝜇 = 105, 𝜎2 =  105 ∗ 𝑝)  OR  L = 0 

p Constant 0.3, 0.5 and 0.7 

 

2.2.3 Risk Indicator 

The evaluation of risk indicators was calculated using the distribution of the economic 

performance indicator from the previous section. Although there are several risk indicators as 

mentioned before, the risk indicator used in this project is Value at Risk (VaR). Kenton (2019) 

identified the Value at risk (VaR) as a statistic that measures and quantifies the level of financial 

risk or potential losses within a firm, portfolio or position over a specific time frame.  

The VaR is the downside risk with a certain level of confidence (𝛼) to specify the worst-

case scenario that can be occurred at a specific time, such as monthly, quarterly, annually and 

etc. The level of confidence using in this project is 95% or 𝛼 = 0.05 from the left tail. The 

question that the VaR answers is how much the company’ NPV will be in the next year, in case 

the SAA damaged their communication satellites with a 95% level of confidence. 

 

2.2.4 Software 

The software used in this project is RStudio version 1.3.1073. The R packages are sn, 

jrvFinance and cvar. The sn is used to generate the random variables for skew-normal 

distribution. The jrvFinance and cvar used for calculating the internal rate of return and value at 

risk, respectively.  
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CHAPTER III: RESULTS AND DISCUSSION 

According to table 2, the net value of annual revenue and annual other expense is 

generated for ten years. In addition, there are two portions of the loss occurring when the 

anomalies damaged a satellite. First, all occurred loss is normally distributed with three different 

p, which will affect the standard deviation of the loss variables and assumed that it occurs at year 

10. Secondly, the occurrence of loss is randomly positive-skew distributed. Therefore, the loss 

can be either 0 or 𝑁(𝜇 = 105, 𝜎2 =  105 ∗ 𝑝) based on the occurrence value, which is 

considered as 0 if the occurrence value is less than the average of the occurrence.  

The net value, the loss and the initial investment sum are used to calculate Net Present 

Value (NPV) at the interest rate equals 3%, Internal Rate of Return (IRR) and Value at Risk 

(VaR) to measure the economic risk. The Value at Risk (VaR) of Net Present Value (NPV) was 

calculated using the historical method at the 95% level of confidence as all data are generated 

before calculated the Value at Risk.  

 

Table 3: The result of the Monte Carlo simulation – three scenarios 

Scenario 

no. 
p 

The average of 

NPV 

The standard 

deviation of NPV 
IRR VaR at 95% 

1 0.3 2,647.620 50.96746 3.004631 -2,726.106 

2 0.5 2,647.618 51.01740 3.004631 -2,726.106 

3 0.7 2,647.616 51.06706 3.004631 -2,726.106 

 

The Monte Carlo Simulation will be carried out with 10,000 samples. Furthermore, the 

first ten simulated data are exhibited in figure 1 (Appendix A). The result of the Monte Carlo 
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simulation is the result of the average of NPV, IRR and VaR at the different standard variables 

shown in table 3. After three scenarios’ NPV are calculated, the histogram plots of all NPV are 

exhibited in figure 2, figure 3 and figure 4 (Appendix A). They show that all three plots are 

similar and probably normally distributed.  

According to table 3, the average of NPV and IRR are positive. This means the earning 

will be profitable. Furthermore, it shows that there is not much difference of the average of NPV 

the standard deviation of NPV, IRR and VaR among three different p. This means that the 

different standard deviation of loss does not much affect to the NPV, IRR and VaR. However, 

the first scenario provided the highest average of NPV and the lowest standard deviation of NPV 

while the IRR and VaR at the 95% level of confidence are equal for all scenarios.  

Focusing on the first scenario’s NPV and VaR, the average of Net Present Value equal to 

2,647.62 million USD indicated that the average earnings will be about 2,647.62 million in the 

next ten years. Then, the first scenario’s VaR of NPV at 95% level of confidence equal to 

-2,726.106 million means there is 95% confidence that we will not lose more than 2,726.106 

million over the next ten years. Moreover, the calculation of VaR using the Gaussian method 

was also performed and the results are the same as the one using the historical method. This may 

assure that the average of NPV is normally distributed.  
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CHAPTER IV: CONCULSION 

There are two key questions that this project would like to answer. First, it is to identify 

and measure economic risk focusing on the communication satellites associated with the growing 

of the South Atlantic Anomaly. The result in chapter 3 shows that the scenario no. 1, which is p 

= 0.3, performed the best among all three scenarios. This means the average and the standard 

deviation of Net Present Value will be the best if the variance of the loss variable is low. In 

addition, the 95% value at risk have no effect from the change of loss variable. However, the 

maximum loss with a 95% level of confidence that is probably occurring due to the phenomena 

is slightly high. Hence, the larger phenomenon will be expanding, the higher loss might be 

increasing. 

 Next, the second one is to find the possible mitigation to immunize the possible 

economic risk. The shield of the satellites is considered as this can prevent the satellites from 

damage due to the anomalies. However, adding the shield on a satellite can increase the weight 

of the satellite, which leads to the increase of the initial investment sum (I). Thus, adding the 

shield may create negative impact of the net present value. In order to answer this question, the 

fixed initial investment (I), which are 1, 2, 3, 4, 5 and 6 tons, is considered with the scenario no. 

1 in the Monte Carlo simulation. This is because we would like to identify whether the change of 

initial investment sum would impact the Net Present Value. The result exhibited on the table 4 

(Appendix A). 

It shows that the standard deviation of net present value will not be affected by the 

change of initial investment sum. Less weight of satellites will provide higher average net 

present value; however, the increasing the weight does not create that high impact of the change 

of net present value. Therefore, adding the lightweight shield on the satellites can probably be 
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satisfied.  Furthermore, the real data should be obtained and applied the methodology to ensure 

whether or not there are any different. This can reflect more precise result since the Monte Carlo 

takes into account all scenarios, which may not happen in the real data. 
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CHAPTER V: SOLAR FLARES 

Space weather is a phenomenon occurred by all activities on the Sun’s surface. The solar 

storms are one of the space weather’s causes. NASA (2020) explained that there are four types of 

solar storms happening on the Sun, which are solar flares, coronal mass ejections (CME), high-

speed solar wind and solar energetic particles. Among all kinds, the solar flares are considered 

the massive explosion in the solar system, which can send tons of energy through space at the 

speed of light. Gaughan (2017) stated that the solar flares take about 8 minutes from the Sun to 

Earth. Although the flares are the form of highly energetic particles, life on Earth may not be 

affected because of the Van Allen belt. However, there is a worst-case scenario that solar flare 

shut down the electricity for nine hours in Quebec, Canada, which affected 6 million people in 

1989. (Gaughan, 2017)  

The quantification of the flares associated with the number of sunspots, which are the 

dark spots on the Sun’s surface compared to other areas surround them. The flares are happening 

followed the cycle, which is approximately 11 years. At the beginning of the cycle, the number 

of sunspots is minimum and will rise afterward. The peak number of spots is in the middle of the 

cycle and it will be a minimum number of spots again at the end of the cycle. Therefore, the 

more accurate prediction of the flares means the better mitigation plan that people can prepare in 

order to prevent all possible risks.  

 

5.1 TIME SERIES ANALYSIS 

For the solar flare forecasting, the dataset is from Kaggle (2021). The variables are the 

start data of the flares, the number occurrence of the flares, the minimum and maximum energy 

produced by the flare (kV: kilo Volt). The data set of the 4,581 data points was collected from 

February 2002 to December 2016. For the time series analysis of solar flares, the training set is 
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from February 12, 2002 to December 31, 2015. This contained 4,343 data points without the 

extreme data points, which are the outliers. The training set will be used for identifying two 

appropriated models for these time series data. The test set is from January 1, 2016 to December 

27, 2016. This contained 235 data points and is used to evaluate the final model.  

As the figure 5 (Appendix B), it shows that this time series of the number occurrence of 

the flares might be stationary since the plot does not show any explicit trends. In addition, the 

number occurrence of the flares might be seasonal, which is the same as the mentioned cycle 

about 9-11 years; however, the minimum and maximum energy does not show any cycles. 

Hence, it will be more beneficial to forecast the minimum and maximum energy produced by the 

flares. 

5.1.1 Model Specification 

Firstly, the Dickey-Fuller Unit-Root test on figure 6 and 7 (Appendix B) show that the 

minimum and maximum energy are stationary since both p-values are smaller than 0.01. Next, 

the ACF plot, the PACF plot, the EACF and the subset method are considered to select two 

possible models. As the ACF and PACF plot of the minimum and maximum energy exhibited in 

figure 8, 9, 12 and 13 (Appendix B), both shows that the seasonal pattern does not exist. Then, 

taking a look at the EACF plot in figure 10 and 14 (Appendix B), ARMA (1,1) will be one of the 

candidate models for both of the minimum and maximum energy. The second candidate model is 

suggested by a subset method in figure 11 and 15 (Appendix B). It is ARMA (2,3) for both of the 

minimum and maximum energy.  
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5.1.2 Model Fitting and Diagnostic 

The minimum energy 

As the model specification step, the possible models are ARMA (1,1) and ARMA (2,3). 

Firstly, the coefficient of ARMA (1,1) will be considered without the seasonal trend (figure 16). 

The result shows that all the coefficients are significant, which means they should be in the 

model. Considering the overfitting issue, the coefficient of ARMA (1,2) and ARMA (2,1) are 

significant (figure 17 and figure 18). However, the ARMA (2,1) will be considered model 1 

because it provided the smallest AIC.  

Then, we will consider three conditions of residuals analysis of the model: the residuals 

analysis, normality and Ljung-Box test. The first condition shows that the majority of data points 

are around zero-horizontal line (figure 19). The second condition testing with the QQ (figure 20) 

shows that the residuals of this model are not normal. Thus, the log-transformation was 

considered so that the model can be improved; however, it performed a worse result (figure 22) 

than the previous one. The third condition exhibited in figure 21 shows that there is no 

correlation since the p-value = 0.4526 > 0.05 (Fail to reject the null hypothesis). 

 Secondly, the coefficient of ARMA (2,3) will be considered without the seasonal trend 

(figure 23). The result shows that some coefficients are not significant. Considering the 

overfitting issue, the coefficient of ARMA (1,3) and ARMA (2,2) are significant (figure 24 and 

figure 25). However, the ARMA (2,2) will be considered model 2 because it provided the 

smallest AIC.   

Then, we will consider three conditions of residuals analysis of the model: the residuals 

analysis, normality and Ljung-Box test. The first condition shows that the majority of data points 

are around zero-horizontal line, which is similar to model 1 (figure 26). The second condition 
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testing with the QQ plot (figure 27) shows that the residuals of this model are not normal. Thus, 

the log-transformation was considered, and the result is worse (figure 29). The third condition 

exhibited in figure 28 shows that there is no correlation since the p-value = 0.3509 > 0.05 (Fail to 

reject the null hypothesis). 

The maximum energy 

As the model specification step, the possible models are ARMA (1,1) and ARMA (2,3), 

which are the same to the minimum energy. As the same methodology in the minimum energy is 

applied, the results are similar to the minimum energy, which suggested ARMA (2,1) as the 

model 1 and ARMA (2,2) after the overfitting issue for ARMA (1,1) and ARMA (2,3) are 

considered, respectively (figure 30, 31, 32, 37, 38 and 39). Then, we will check three conditions 

of residuals analysis of the model: the residuals analysis, normality and Ljung-Box test. The first 

condition shows that the majority of data points are around zero-horizontal line (figure 33 and 

40). The second condition testing with the QQ (figure 34 and 41) shows that the residuals of this 

model are not normal. Thus, the log-transformation was considered so that the model can be 

improved; however, it performed a worse result (figure 36 and 43) than the previous one. The 

third condition exhibited in figure 35 and 42 shows that the residuals are uncorrelated since the 

p-value = 0.5853 and 0.6177 > 0.05 (Fail to reject the null hypothesis), respectively. 

 

5.2 FINAL MODEL 

In order to evaluate the final model, the test set will be used to calculate the criteria, 

which are MSE and PMAD. The most appropriate model should have a small MSE, and PMAD 

near to 0. The table 5 shows the comparison of MSE and PMAD between model1 and model2 of 

the minimum and maximum energy. 
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Table 5: The comparison of MSE and PMAD  

 Minimum Energy Maximum Energy 

 Model 1 Model 2 Model 1 Model 2 

MSE 32.2679 31.8913 227.3252 229.5163 

PMAD 0.3578 0.3942 0.3982 0.3754 

  

Based on the table above, it shows that the final model of minimum energy is model 1, which is 

ARMA (2,1): 𝑌𝑡  =  1.1689𝑌𝑡−1  − 0.1714 𝑌𝑡−2  +  𝑒𝑡  − 0.9604𝑒𝑡−1 + 6.7416 since it has 

smaller PMAD.  In addition, the final model of maximum energy is model 2, which is ARMA 

(2,2): 𝑌𝑡  =  1.4807𝑌𝑡−1  − 0.4855 𝑌𝑡−2  +  𝑒𝑡  − 1.31013𝑒𝑡−1 + 0.3392𝑒𝑡−2 + 13.7980 since it 

has smaller PMAD. 

Although the final models’ MSE and PMAD, which determined the error part of the 

model, are pretty large. This can imply that these final models can be predicted the severity of 

the solar flares well, but still have to concern about the error of the prediction, especially for the 

maximum energy. In addition, a larger sample size might help to solve this error issue in order to 

improve the model. 
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APPENDIX A: ANOMALIES 

Figure 1: The first ten simulated data from r program 

 

 

 

 

 

 

 

 

Figure 2: The histogram plot of first scenario’s NPV (p=0.3)  
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Figure 3: The histogram plot of second scenario’s NPV (p=0.5)  

 

 

 

 

 

 

 

 

 

 

 

Figure 4: The histogram plot of third scenario’s NPV (p=0.7)  
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Table 4: The result of the Monte Carlo simulation – fixing the initial investment 

Weight of the satellite 

(tons) 
The average of NPV The standard deviation of NPV 

1 2,675.732 52.45278 

2 2,664.432 52.45278 

3 2,653.132 52.45278 

4 2,641.832 52.45278 

5 2,630.532 52.45278 

6 2,619.232 52.45278 
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APPENDIX B: SOLAR FLARES 

Figure 5: The plot of the number occurrence of the flares against time 

 

 

 

 

 

 

 

 

 

Figure 6: The Dickey-Fuller Test for minimum energy 

 

 

 

 

 

Figure 7: The Dickey-Fuller Test for maximum energy 
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Figure 8: The acf plot of the minimum energy  

 

Figure 9: The pacf plot of the minimum energy  
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Figure 10: The eacf plot of the minimum energy  

 

Figure 11: The subset method of the minimum energy  

 

 

 

 

 

 

 

 

 

Figure 12: The acf plot of the maximum energy  
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Figure 13: The pacf plot of the maximum energy 

 

Figure 14: The eacf plot of the maximum energy  
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Figure 15: The subset method of the maximum energy  

 

 

 

 

 

 

 

 

 

Figure 16: The coefficient of the minimum energy – ARMA (1,1)  

 

 

 

 

 

Figure 17: The coefficient of the minimum energy – ARMA (1,2)  

 

 

 

 

 

 



32 

Figure 18: The coefficient of the minimum energy – ARMA (2,1)  

 

 

 

 

 

Figure 19: The residuals analysis of the minimum energy – ARMA (2,1) 

 

 

 

 

 

 

 

 

 

Figure 20: The normality test of the minimum energy – ARMA (2,1) 
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Figure 21: The Ljung-Box test of the minimum energy – ARMA (2,1) 

 

 

 

 

Figure 22: The normality test of the minimum energy with log-transformation – ARMA 

(2,1) 

 

 

 

 

 

 

 

 

 

Figure 23: The coefficient of the minimum energy – ARMA (2,3)  
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Figure 24: The coefficient of the minimum energy – ARMA (1,3)  

 

 

 

 

 

Figure 25: The coefficient of the minimum energy – ARMA (2,2)  

 

 

 

 

 

 

Figure 26: The residuals analysis of the minimum energy – ARMA (2,2) 
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Figure 27: The normality test of the minimum energy – ARMA (2,2) 

 

 

 

 

 

 

 

 

 

Figure 28: The Ljung-Box test of the minimum energy – ARMA (2,2) 

 

 

 

 

 

Figure 29: The normality test of the minimum energy with log-transformation – ARMA 

(2,2) 
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Figure 30: The coefficient of the maximum energy – ARMA (1,1)  

 

 

 

 

 

Figure 31: The coefficient of the maximum energy – ARMA (1,2)  

 

 

 

 

 

Figure 32: The coefficient of the maximum energy – ARMA (2,1)  

 

 

 

 

 

Figure 33: The residuals analysis of the maximum energy – ARMA (2,1) 
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Figure 34: The normality test of the maximum energy – ARMA (2,1) 

 

 

 

 

 

 

 

Figure 35: The Ljung-Box test of the maximum energy – ARMA (2,1) 

 

 

 

 

Figure 36: The normality test of the maximum energy with log-transformation – ARMA 

(2,1) 
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Figure 37: The coefficient of the maximum energy – ARMA (2,3)  

 

 

 

 

 

Figure 38: The coefficient of the maximum energy – ARMA (1,3)  

 

 

 

 

 

Figure 39: The coefficient of the maximum energy – ARMA (2,2)   

 

 

 

 

 

 

Figure 40: The residuals analysis of the maximum energy – ARMA (2,2) 
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Figure 41: The normality test of the maximum energy – ARMA (2,2) 

 

 

 

 

 

 

 

 

Figure 42: The Ljung-Box test of the maximum energy – ARMA (2,2) 

 

 

 

 

 

Figure 43: The normality test of the maximum energy with log-transformation – ARMA 

(2,2) 
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