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| Abstract: |
| Evermann and Rönkkö (2022) have provided an excellent overview of recent findings relating to the use of Partial Least Squares (PLS). Their overall message is that *if* researchers decide to use PLS, they need to ensure that they follow best practices to reduce the possibility of obtaining misleading or erroneous results. We generally agree with their assessment, but go further to recommend against the use of PLS. We demonstrate exactly how PLS introduces biases, arguing that the algorithm violates accepted norms for statistical inference. Our final recommendation is for the Editors-in-Chief of top IS research journals to convene a task force to assess the advisability of continuing to accept articles where PLS is used for publication in IS journals. |
| **Keywords:** Partial least squares, PLS, Biased estimates |

[Department statements, if appropriate, will be added by the editors. Teaching cases and panel reports will have a statement, which is also added by the editors.]

[Note: this page has no footnotes.]

This manuscript underwent [editorial/peer] review. It was received xx/xx/20xx and was with the authors for XX months for XX revisions. [firstname lastname] served as Associate Editor.] **or** The Associate Editor chose to remain anonymous.]

# Introduction

We greatly appreciate the opportunity to provide comments on the paper authored by Evermann and Rönkkö (2022). Overall, we are very supportive of their positions concerning the use of partial least squares (PLS) within the information systems (IS) research community (and in the larger research community). Rather than repeating many of the points they raise, we provide some additional insights in support of their positions, and also provide an additional recommendation relating to the use of PLS going forward.

Here is a brief summary of the points we wish to emphasize or present, with details following.

* The only difference between PLS and regression using summed scale scores is how the PLS algorithm weights construct indicators to create construct scores. Proponents of PLS argue that this differential weighting is superior to summed scales. Critics of PLS argue that it capitalizes on chance, leading to biased path estimates.
* The PLS algorithm is complex. This makes it difficult for researchers to understand exactly how it works. Here we use a step-by-step examination of the PLS algorithm to demonstrate its flaw. More specifically, we show when and how it capitalizes on chance correlations leading to biased and potentially spurious results.
* Given the early and sustained controversy about PLS, its rapid adoption within the IS research community is perhaps surprising. We provide insights on how we believe that adoption and propagation took place.
* On-going criticism of PLS, and efforts to counter those, have resulted in many improvements to the original PLS software. None of these enhancements, however, address the underlying flaw in the PLS algorithm.
* The lively debate over the past decade or so between critics and proponents of PLS has not resulted in any reduction in the use of PLS (at least within the IS research community). Realistically, additional criticisms will also probably not result in any change in behavior. To address this situation, we propose that the Editors-in-Chief of top IS journals collaborate on creating an independent PLS task force to provide unbiased recommendations on the future use (or non-use) of PLS within the IS research community.

## The PLS Algorithm

Evermann and Rönkkö (2021) provide a general explanation of how the PLS algorithm works (section 2.2, Principles of PLS). A more detailed explanation based on Barclay, Higgins & Thompson (1995, page 292) is provided below. Throughout this comment we use labels on constructs and paths that are comparable to the labels in Evermann & Rönkkö’s Figure 1.

Here is the description from Barclay et al. (1995).

1. In the first PLS iteration, an initial value for  is formed by simply summing the values x4 …, x6 (i.e. the weights 4 . . . 6 are set to 1).
2. To estimate the weights from x1, x2, and x3 to  [1 . . ., 3], first a regression is done with  as the dependent variable and x1 – x3 as the independent variables, resulting in 1, 2, and 3.
3. These estimates are then used as weights [1 . . ., 3] in a linear combination of x1 – x3  giving an initial value for 
4. The loadings4-6 are then estimated by a series of simple regressions ofx4 . . ., x6 on 
5. The next step uses the estimated loadings, transformed into weights, to form a linear combination of x4 – x6  as a new estimate of 

This procedure (steps 2 through 5) continues to iterate until the difference between consecutive iterations is extremely small, reaching the stop criterion selected by the user.

## How PLS Capitalizes On Chance

The problem for IS researchers with the PLS algorithm is that many of those researchers (like us!) have not taken the time to analyze the algorithm in detail in order to understand what, in fact, PLS is doing. Rönkkö (2014) explored the issue of how PLS capitalizes on chance correlations in the indicator data in great detail, both mathematically and through simulations. We take a perhaps simpler and more direct approach here, showing step-by-step how the algorithm works**.** Our contribution is to add detail to Barclay, Higgins & Thompson’s description, using our Figures 2a, 2b, 2c, and 2d. Our detailed example is focused on the PLS Mode A algorithm.

Assume that the starting position is as shown in Figure 2a. This figure is adapted from Barclay et al. (1995), and Evermann and Rönkkö’s (2021) Figure 1.

|  |
| --- |
|  |
| Figure 2a (PLS Starting Position) |

**Step 1:** In Step 1 of the PLS procedure (shown in Figure 2b below), an initial value for  is formed by simply summing the values x4 …, x6 (i.e. the weights 4 . . . 6 are set to 1). In other words, the x4 through x6 indicators are weighted equally.

|  |
| --- |
|  |
| Figure 2b (PLS Step 1) |

**Step 2 (Figure 2c below):** To estimate the weights from x1, x2, and x3 to  [1 . . ., 3], first a regression is done with  as the dependent variable and x1 – x3 as the independent variables, resulting in (regression estimates) 1, 2, and 3. This regression configuration seems a bit strange, given that we can see from Figure 2a that *x1 , x2, andx3 are indicators of  not *, and have no direct relationship to ****

|  |
| --- |
|  |
| Figure 2c (PLS Step 2) |

We submit that the only thing gained from Step 2 is that the PLS algorithm now knows the degree to which each of the x1 through x3 indicators are correlated to . This knowledge is used in Step 3.

**Step 3 (Figure 2d Below)**: These estimates (the regression loadings produced in Step 2 (andi.e., essentially the correlations[[1]](#footnote-1) between x1, x2 and x3 with ) are then used as weights [1 . . ., 3] in a linear combination of x1 – x3  giving an initial value for In other words, *the x1 through x3 indicator that is most correlated with  will be given the most influence in producing a value for . The one least correlatd with  will have the least influence, etc.*

This is obviously a very different approach than giving equal weights to each indicator. It will bias the value of  toward. Thus after steps 2 and 3, is guaranteed to be biased toward .

|  |
| --- |
|  |
| Figure 2d (PLS Step 3) |

1. **Step 4** (not shown in a figure):The loadings4-6 are then estimated by a series of simple regressions ofx4 . . ., x6 on 
2. **Step 5** (not shown in a figure): The next step uses the estimated loadings, transformed into weights, to form a linear combination of x4 – x6  as a new estimate of 

Similar to the situation with steps 2 and 3, with steps 4 and 5 becomes biased toward  through the use of another questionable regression configuration.

This procedure (steps 2 – 5) iterates until the difference between consecutive iterations is extremely small, reaching the stop criterion selected by the user.

As the iterations through the PLS process continue, the indicator values remain constant (they are never changed), but the estimates of  and  are increasingly biased toward each other, though by smaller and smaller additions. When the changes to  and  get below the cutoff point, the iteration stops and the values for  and are fixed and used in the next phase of PLS: regression equations estimating the value of β.

Through this process, PLS will have capitalized on chance correlations in the data to bias the value of  to something higher than its true value. Rönkkö (2014) showed that PLS capitalizes on chance by taking advantage of chance correlations between random error included in the X1-X3 and X4-X6 indicators. Above we have given a more visual accounting of how this capitalization on chance occurs.

## Opposing Views of Differential Weighting by PLS

The question of whether differential weighting of indicators by PLS is beneficial or not is the crux of the ongoing debate about the use of PLS. Critics argue that the differential weighting is based on chance correlations in the data that can lead to biased and possibly spurious results.

Proponents argue that the differential weighting of indicators for constructs results in better estimates than using regression with equal weighting. For example, Chin, Marcolin & Newsted (2003) asserted:

“In summing items into a single measure, the assumption is made that all items are equally reliable. However, this summing approach, while reducing measurement error, is suboptimal relative to the PLS algorithm. PLS treats each indicator separately, allowing each item to differ in the amount of influence on the construct estimate. Therefore, indicators with weaker relationships to related indicators and the latent construct are given lower weightings**...** resulting in higher reliability for the construct estimate and thus stronger theoretical development”. (Chin, et al., 2003, p.194, emphasis added).

We need to ask which “latent construct” in the text above Chin et al. (2003) are referring to. Clearly, in Step 2 of the PLS algorithm, and as shown in Figure 2(b) and 2(d), it is not the construct that the indicators are supposed to be associated with (), but instead the construct on the other side of the hypothesized link (). The weaker the relationship to the lower the weighting. The stronger the relationship to the higher the weighting. The new value for  is therefore clearly biasedtoward 

We recognize that there could be an argument for why, in Step 3 of the PLS algorithm, one might want to give more weight to the x1 - x3 values that are most correlated with The argument involves leaning on the *assumption* that the real correlation between  and  (that is, β) is non-zero *as hypothesized*. Given that assumption, the x1 - x3 indicator that most strongly supports that hypothesis might be assumed to be the most reliable of the three x1 - x3 indicators. This assertion is perhaps why Chin et al. (2003, pg. 190) argued that PLS increases the weights of those indicators that are more “predictive” and “reliable”.

But one cannot use the *assumption* that a hypothesized relationship is true as part of the proof that there is a true relationship (as this could lead to false positives). By weighting the indicators differentially based on how much support they provide for the hypothesis, PLS is biasing the test of the hypothesis. It would be equally inadmissible to give the highest weights to the indicators that tend to disprove the hypothesis (as this could lead to false negatives).

## How Did We (the IS Research Community) Get Here?

Early use of PLS within the IS research community began in the late 1980’s (e.g., Rivard & Huff, 1988). Articles explicitly supporting the use of PLS in IS appeared during the 1990’s (e.g., Barclay et al., 1995[[2]](#footnote-2); Chin, 1998). These articles provided claims relating to the supposed superiority of PLS over alternative techniques, including its supposed efficacy for early-stage research, small sample size, and non-normal data. Many researchers who adopted PLS cited these articles to justify its use. The development of easy-to-use software also contributed to its popularity.

Early adopters of PLS most likely believed that they were at the forefront of employing a technique that was superior to “first generation” techniques (e.g., factor analysis, regression with summed scores). PLS offered perceived advantages such as converging with models and data samples where covariance-based structural equation modeling (CB-SEM) techniques would not. One reason that researchers used PLS was because it produced results that were more likely to be viewed positively by reviewers during the journal review process, both because it allowed researchers to show they were using the “latest” innovations in statistical analysis, and perhaps because PLS tended to produce apparently stronger results for hypothesis testing.

## Recent Developments in PLS Do Not Address the Flaw

Evermann & Rönkkö (2021) provide an excellent overview of recent developments in PLS, many of which were initiated in response to criticisms of the technique. We agree with Evermann & Rönkkö (2021) that while these individual enhancements have helped address some of the limitations with the PLS program, *none of them address the underlying flaw in the PLS algorithm.* As they put it, “...PLS looks increasingly like a hodgepodge of kludges added upon kludges” (Evermann & Rönkkö, 2021). We also agree with them that it is inappropriate for researchers to cite old, outdated reference articles (e.g., Barclay et al., 1995; Chin, 1998) to justify a decision to use PLS. These justifications often ignore more recent and more definitive criticisms of the algorithm.

## Alternatives to PLS

Evermann & Rönkkö (2021, Section 5) have done a very good job of identifying alternatives to PLS, including CB-SEM, generalized structure component analysis (GSCA), and regression with summed scales. We note that one of the attractions for some PLS users might be the existence of easy-to-use software that can handle complex models. If that is in fact a contributing factor, we recommend that those interested in the use of regression consider the PROCESS macro created by Hayes (2018), which is very popular within the management (organizational behavior) academic discipline.

## How Big of a Deal is This?

When one follows the PLS algorithm step by step as we have done here, it is as if “the veil has been lifted.” We have shown how the PLS algorithm (in steps 2 and 3, as well as in steps 4 and 5) capitalizes on chance correlations in the indicators to give the highest weights to indicators that most support the hypothesis and the lowest weights to indicators that do not support the hypothesis. Consistent with this, Rönkkö (2014) has shown that when there are correlated errors across the independent and the dependent constructs in a regression, PLS’s algorithm capitalizes on that correlated error to bias path estimates.

Goodhue et al.’s (2012, pg. 997) findings are consistent with those of Rönkkö (2014). Across a range of sample sizes and effect sizes, LISREL had no path estimate bias, while both PLS and regression had negative biases. When PLS and regression results were corrected for reliability, regression results fell into line with the LISREL findings (zero % bias), but PLS had a *positive* bias of 10% to 15% when the effect size of the link between constructs was small. This positive bias (overestimation) may be because smaller effect size means weaker paths and a corresponding increase in measurement error in the path estimates. Since PLS’ capitalization on chance depends on random error in the indicators, smaller effect size gives PLS more opportunity to capitalize on chance.

PLS’ selective weighting of the indicators cannot be justified unless one assumes that the hypothesized relationships are true. Beginning a statistical inference process by assuming the hypothesis is true is not consistent with accepted practice. As a result, the evidence is very strong that the PLS algorithm is flawed.

We have focused here on the use of PLS with common factor models. While some commentators have recommended only using PLS with composite models, as Evermann & Rönkkö (2021) note, PLS has been (and continues to be) employed with common factor models. As long as that is the case, the biases introduced by PLS that we have described will be present.

Now that the veil over PLS (i.e., its inscrutability) has been removed, authors who use the technique need to acknowledge to themselves that they conducted their analysis under the assumption that the hypothesized relationship was true, and they need to be transparent with readers and reviewers of their papers that they have departed from the usual standards in hypothesis testing for statistical inference.

This is actually a pretty big deal.

# Recommendations and Conclusion

Taking a step back, we believe that there are basically four options with respect to the future use of PLS within the IS research community.

1. **Option 1**: stop the use of PLS, and employ alternatives such as CB-SEM or regression with summed scales. This option would remove the possibility of obtaining spurious results through use of the PLS algorithm. Instead, researchers would be required (through the review process) to use readily available alternatives.
2. **Option 2**: use summed scale scores with PLS. This would remove the possibility of obtaining spurious results through the use of the PLS algorithm and thus be tantamount to Option 1, as it would result in obtaining exactly the same results as would be obtained with regression. But it would also perhaps allow PLS software rights owners the ability to salvage some of their investment by allowing continued use of their user-friendly front ends and other useful advancements (consistent estimations, bootstrapping, etc.) along with a regression algorithm.
3. **Option 3**: if PLS is to be used, require that minimum standards (those recommended by Evermann & Rönkkö, 2021) be enforced via the review process. This will reduce (but not eliminate) the possibility of obtaining spurious results through the use of the PLS algorithm.
4. **Option 4**: retain the status quo. Allow IS researchers to employ PLS for their analyses, without requiring agreed upon minimum standards for its use. The possibility of obtaining spurious results from the use of the PLS algorithm will continue unabated. Damage to the reputation of the IS research community in general, and more specifically to the reputation of the IS journals that publish papers where PLS is employed, will continue.

Evermann & Rönkkö (2021) have advocated for Option 3. We are advocating for Options 1 or 2.

## One additional recommendation beyond those of Evermann and Rönkkö

As we noted above, repeated criticisms on the use of PLS within the IS research community has not altered researchers’ behavior. Realistically, we do not expect this situation to change any time soon, without some type of external impetus. For that reason, we recommend that the Editors-in-Chief of major IS journals collaborate to create a PLS Task Force to examine the available evidence and to provide unbiased recommendations concerning the future use of PLS within the IS research community. This Task Force should be comprised of expert statisticians from outside the IS community who have no potential conflicts of interest (either real or perceived) relating to this issue.

In conclusion, we sincerely appreciate the insights and recommendations offered by Evermann & Rönkkö (2021), and we hope that our comments provide a positive contribution to the conversation that they have renewed.
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1. The three regression loadings are literally the correlations between the three x1, x2 and x3 indicators and , divided by the covariance matrix of the 3  x variables.  = (x’x)-1(x’y) [↑](#footnote-ref-1)
2. One of the co-authors of these comments (Thompson) was an early proponent of the use of PLS. A second co-author (Goodhue) was an early skeptic of PLS (Davis, Goodhue & Thompson, 1990). As more research emerged that de-bunked many of the claims relating to PLS (e.g., Goodhue, Lewis & Thompson, 2007, 2012; Rönkkö & Evermann 2013; Rönkkö, 2014), Thompson changed his position and now advocates against the use of PLS. [↑](#footnote-ref-2)